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Zero-Shot Experiments

Zero-Shot Learning

Classes Hippo Leopard White-breast Kingfisher Acadian Flycatcher

Attributes
No tail
Brown
Big

Spots
Yellow
No horns

Beak size: same as head
Solid tail pattern
No stripped wings

No black beak
Multi-color belly
Small

Taxonomy

Mammal
Ungulate
Even-toed
Hippotamus

Mammal
Carnivore
Feline
Lynx rufus

Kingfisher
River kingfisher

Passerine
Tyrannid
Flycatcher

Introduction
Zero-shot learning: How to classify previously unseen classes?

Our solution: Semantically Consistent Regularizer (SCoRe)
 End-to-end CNN framework.
 Semantics seen as constraints for recognition.
 Extension to multi-state semantics (i.e. non-binary).
 Combines semantic and classification supervision.
 Regularized semantic-to-class mappings for consistency with prior knowledge.

Motivation:
 Recognition by Independent Semantics (RIS)
• e.g. DAP [Lampert, 2009] 
• 1st order constrains (supervision on single semantics) 
• Cannot learn dependencies between attributes

 Recognition using Semantic Embeddings (RULE)
• e.g. ALE [Akata, 2013]
• 2nd order constrains (supervision on linear combinations/class scores)
• Only supervises the subspace spanned by training codewords

 RIS and RULE introduce complementary learning methodologies
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𝜙𝜙𝑖𝑖 - Training codewords
𝜓𝜓𝑖𝑖 - Zero-shot codewords

Supervised subspace

𝜙𝜙2

𝜙𝜙1
𝜓𝜓2

𝜓𝜓1

Semantic Space

SCoRe – Semantically Consistent Regularizer

• Human annotated
• Binary semantics

𝜓𝜓𝑘𝑘 𝑦𝑦 = � 1 if attribute 𝑘𝑘 in class 𝑦𝑦
−1 otherwise

Attributes

Otter
Black
No stripes
Eats fish

Polar 
bear

White
No stripes
Eats fish

Zebra
Black and white
Stripes
Doesn’t eat fish Download this poster:

AwA CUB

Attribute encodings. G: GoogLeNet; V: VGG19.
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Mouse Leopard

Humpback 
whale

Panda

Persian cat

Chimpanzee

AwA CUB
Least Tern

Grasshopper 
Sparrow

Marsh wren

Indigo bunting

Western wood 
pewee

Horned grebe

Failures
Sayornis

Blank swallow

Mockingbird

Sayornis

Western Gull

Red-leg 
kittiwake

Red-leg 
kittiwake

Western gull

Field sparrow

Gray-crown finch Field sparrow

Acadian 
flycatcher

Prediction
Ground-truth

Model components
Visual encoding

network: 𝑓𝑓(𝒙𝒙;Θ)
Popular CNNs + FC semantic prediction 
layer.

Semantic embbeding: ℎ 𝒙𝒙 �
𝑘𝑘
𝒘𝒘𝑠𝑠𝑘𝑘

𝑐𝑐 ,
𝑘𝑘 𝑓𝑓𝑘𝑘 𝒙𝒙;Θ

Classification loss: 𝐿𝐿𝑐𝑐 − log
𝑒𝑒ℎ𝑦𝑦 𝒙𝒙

∑𝑘𝑘 𝑒𝑒ℎ𝑘𝑘 𝒙𝒙

Loss-based regularizer: 𝐿𝐿𝑠𝑠 − log𝜎𝜎 𝑓𝑓𝑘𝑘 𝒙𝒙 𝑠𝑠𝑘𝑘 1 − 𝜎𝜎 𝑓𝑓𝑘𝑘 𝒙𝒙
1−𝑠𝑠𝑘𝑘

Codeword regularizer: Ω �
𝑘𝑘
𝒘𝒘𝑠𝑠𝑘𝑘

𝑦𝑦
k − 𝜓𝜓k(𝑦𝑦)
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Semantic codewords: 𝜓𝜓𝑘𝑘 Known semantic/class relations

Baselines RIS RULE
Loss-based regularizer 𝛾𝛾 → ∞ 𝛾𝛾 = 0

Codeword regularizer 𝛽𝛽 → ∞ 𝛽𝛽 → ∞

Extended annotations

Semantics 𝑠𝑠𝑘𝑘∗ = arg max
𝑠𝑠

𝒘𝒘𝑠𝑠,
𝑘𝑘𝑓𝑓𝑘𝑘 𝒙𝒙

Classes 𝑦𝑦∗ = arg max
𝑦𝑦

�
𝑘𝑘
𝒘𝒘𝑠𝑠𝑘𝑘

𝑦𝑦,
𝑘𝑘 𝑓𝑓𝑘𝑘 𝒙𝒙

• Each node treated as a small 
classification problem between 
child nodes plus reject option.

• Taxonomy: WordNet

𝜓𝜓𝑘𝑘 𝑦𝑦 : Maximally separated codewords

0

1 2

5 6

Animal

Aquatic Terrestrial
3

Aerial

7 084

Dolphin Whale Bear Monkey Seagull Albatross

Taxonomy

• Multiple Word2Vec embeddings
• Skip-gram model
• Corpora: Wikipedia (June, 2016)

𝜓𝜓𝑘𝑘 𝑦𝑦 : Word2Vec 𝑘𝑘𝑡𝑡ℎ model activation 
to class string (e.g. “lion”)

Zebra

Field Sparrow

Brewer Sparrow

Horse

Humpback Whale

Orca

Word2Vec

Can you name the beast?
1) Thorny devil
2) Sea swallow

3) Proboscis monkey
4) Dugong

a)

c)

b)

d)

Solution: 1c; 2a; 3d; 4d;

Semantic 
Representation

I never seen one, 
but I think it’s a 

bear !

Training 
images Visual

Encoding

Seen 
classes

Turtle 
Hippo
Lion

Bear
Unseen 
classes

Class
Encoding

Zero-shot learning through semantics.

Why Zero-Shot Learning?

Labeling data is expensive.
Richer image descriptions. 

• Object affordances for robotics.
• Attributes for image retrieval.

Humans can do it.

Semantics

Semantic predictions
𝑓𝑓 𝒙𝒙

Class predictions
ℎ 𝒙𝒙

Lion

Visual encoding network
Semantic Embedding Layer

𝑾𝑾𝑄𝑄

𝑾𝑾2

⋮ ⋮ ⋮

𝑠𝑠1𝑐𝑐

𝑠𝑠2𝑐𝑐

𝑠𝑠𝑄𝑄𝑐𝑐
+

𝑾𝑾1

Class 𝑐𝑐

Classification loss Loss-based regularizer Codeword regularizer

minimize
Θ,𝑊𝑊

�
𝑖𝑖
𝐿𝐿𝑐𝑐 𝑊𝑊𝑇𝑇𝑓𝑓 𝒙𝒙𝒊𝒊;Θ , 𝑦𝑦𝑖𝑖 + 𝛾𝛾�

𝑘𝑘
𝐿𝐿𝑠𝑠 𝑓𝑓 𝒙𝒙𝑖𝑖;Θ , 𝑠𝑠𝑘𝑘𝑖𝑖 + 𝛽𝛽�

𝑦𝑦
Ω 𝒘𝒘𝑦𝑦 ,𝜙𝜙 𝑦𝑦
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• Image 𝒙𝒙; semantic description 𝒔𝒔; class 𝑦𝑦.
• Training data: 𝒟𝒟𝑌𝑌 = 𝒙𝒙𝑖𝑖 , 𝒔𝒔𝑖𝑖 ,𝑦𝑦𝑖𝑖 𝑖𝑖=1

𝑛𝑛

Unseen classes (target domain):
• Image 𝒙𝒙.
• Goal: predict semantics 𝒔𝒔 and class 𝑦𝑦.
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