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ABSTRACT

The viability of large distributed image databases is strongly
dependent on the development of new image representa-
tions capable of providing support for extended functional-
ity, directly in the compressed domain. We have recently
introduced one such representation (Library-based coding)
which we now augment with statistical pre-indexing schemes,
automatically built at the time of encoding, that provide
several layers of content description allowing efficient content-
based retrieval and summarization.

1. INTRODUCTION

The explosion in availability of image and video content,
due to the high interconnectivity of the new digital me-
dia and recent developments in multimedia technology, de-
mands the formulation of powerful paradigms for automated
content-based retrieval using image cues. The practical suc-
cess of such paradigms requires, however, that they lead
to algorithms characterized by high retrieval accuracy and
computation efficiency. Because pictorial content is typi-
cally stored in a compressed format, efficiency is improved if
content queries can be performed directly in the compressed
domain. On the other hand, because sophisticated content
characterization is required for both accurate retrieval and
efficient compression, it is only natural to expect that each
of these tasks can benefit from the modeling effort required
by the other.

It is, therefore, our belief that the two problems should
be viewed as components of a larger goal: the design of im-
age representations capable of supporting high level func-
tionality (such as content-based retrieval, or interactive im-
age manipulation) directly in the compressed domain, with-
out significant cost in terms of compression efficiency. With
this objective in mind we have recently introduced Library-
based Coding (LBC), a representation based on the idea of
embedding a probabilistic description of the source in the
compressed bitstream. This not only allows retrieval by sta-
tistical inference without decompression but, being closely
related to standard wector quantization (VQ) compression
techniques, also leads to a bandwidth efficient representa-
tion.

The foundations of LBC were already presented in [3, 5,
4]. In this paper, we exploit the statistical nature of the rep-
resentation to develop pre-indexing schemes for video which
are automatically built at the time of encoding. These
schemes are based on hierarchical video information struc-
tures which provide several layers of content description,
leading to computationally efficient query procedures and

enabling scalable queries where the amount of decoding is
proportional to the coarseness desired for retrieval. As a
demonstration of this capability we are currently develop-
ing schemes for video cross-indering by scene similarity,
which can be used for applications such as video browsing
or monitoring of broadcast channels.

2. LIBRARY-BASED CODING AND
RETRIEVAL

From an image retrieval perspective, embedding a prob-
abilistic description of an image source in its compressed
bitstream has various advantages. First, it enables retrieval
through sound statistical procedures, such as those based
on Bayesian inference. For example, given the densities as-
sociated with M image sources P(x|S;), 1 = 1,..., M, the
source probabilities P(S;), and a query image x., example-
based retrieval can be achieved by determining which source
is most likely given the query, i.e. finding

S; = arg max P(S;|xe) = argmax P(xc|S;)P(S;). (1)

Also, if the probabilistic descriptions are compact, only a
small fraction of the bitstream must be decoded for re-
trieval, allowing computationally efficient queries. Further-
more, because estimating probabilities is in general helpful
for the coding process itself, support for retrieval can be
attained without compromise of coding efficiency. LBC ex-
ploits the relationships between mixture density estimation
and VQ to achieve these objectives.

2.1. Gaussian mixtures, the EM algorithm, and vec-
tor quantization

Mixture densities are a class of parametric probabilistic
models capable of approximating any probability density.
In this work, we consider the particular class of Gaussian
mixtures, characterized by
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where p; is the prior probability of mixture component, or
class 4, pu; and X; the associated mean and variance, and
K; = \/(2m)"|%;|. Given a dataset x™, m =1,..., M the
parameters of the mixture model can be estimated through
the Expectation-Maximization (EM) [1] algorithm, which
alternates between the computation of the posterior proba-
bilities of the mixture components given the data and cur-
rent parameter estimates (E-step), and the update of these



estimates (M-step). For the Gaussian case, assuming a pri-
ori equally likely classes (p; = 1/C) and unit covariances,
these steps resume to

E-step: M-step:
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where h?" is the posterior probability that the m®® sample
belongs to class 1.

If the soft-decisions of equation (3) are replaced by the
greedy hard-decision of choosing the mixture with higher
posterior probability hj", the expectation step becomes
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and, consequently, the maximization step simply computes
the centroids of the samples assigned to each of the classes.
This is the well known LBG [2] algorithm for VQ design
which can, therefore, be seen as a greedy version of the
EM algorithm. Thus, in practice, VQ codebooks provide
approximate estimates for the parameters of the Gaussian
mixture model’. The significance of this result is that it
allows the combination of the compression efficiency of VQ,
with the ability to support efficient retrieval by embed-
ding an explicit probabilistic description of the source in
the compressed bitstream.

2.2. Library-based coding

LBC builds on the relationships between EM and VQ design
to achieve high efficiency in both the tasks of compression
and retrieval. For each frame, a codebook is designed by
either the EM or the LBG algorithm and transmitted to the
receiver. This codebook is then used as an extra prediction
mode for a standard MPEG coder. Each block is vector
quantized and, if the resulting quantization error is smaller
than the prediction error due to motion compensation, the
vector quantized block is used as prediction. Even though
VQ could be used by itself, we prefer embedding it in a
predictive structure as this increases coding efficiency, and
maintains the representation closer to existing standards [3,
5].

For retrieval, we simply compare the library of the query
frame to the libraries of each of the frames in the bitstream.
A number of metrics can be used for this comparison, in-
cluding metrics of the distance between the associated prob-
ability densities (such as the Kulback-Leibler divergence),
or the likelihood of the entries in the query library being
originated by the source of the frame in the bitstream. We
use the latter because 1) it approximates P(x¢|S;) in equa-
tion (1) and, therefore, provides support for Bayesian in-
ference, and 2) it is computationally efficient. In fact, it
can be shown that, under the assumption of small overlap
between the mixture components, this metric is simply the
mean square distance between libraries [4] and, in fact, this

1See [4] for a more detailed derivation of this relationship
which includes the treatment of Gaussian mixtures with unre-
stricted covariances and prior class probabilities.

was the metric that we used in the experiments reported on
section 5.

3. PRE-INDEXED VIDEO

Because library-encoded bitstreams contain an embedded
compact description of their content (which is decodable
independently of the bulk of the bitstream and, therefore,
searchable on its own), LBC can be seen as a way of pre-
indering the compressed bitstreams for retrieval purposes.
Making an analogy to text-based retrieval systems, libraries
can be seen as image keywords, and our implementation
of library-based retrieval as search by keyword matching.
From the standpoint of computational efficiency this type
of retrieval is significantly more effective than approaches
which require image decoding.

Nevertheless, the simple pre-indexing strategy of assign-
ing a library to each frame, is still unsatisfactory for video
applications. Reasons for this are that

e there are simply too many frames to search from on a
typical video sequence, making a frame-based query
overwhelming even if individual queries are efficient;

e given a query frame, one is generally satisfied by, or
even only interested in, retrieving the shot that most
likely contains it, not the isolated frame that best
matches it;

e one is typically more interested in providing as exam-
ple query a video shot or group of shots than a single
frame.

Efficient video-indexing procedures therefore need to rely on
more sophisticated indexing structures, capable of modeling
the temporal coherence of video-based content: that nearby
frames typically belong to the same shot, nearby shots to
the same scene, etc.

The probabilistic nature of the content description pro-
vided by the libraries makes them natural building blocks
for the construction of such indexing structures. After all,
by merging the blocks of several frames and computing the
associated library, one still obtains a valid probabilistic de-
scription in the space of image blocks.

While individual frame libraries simply describe how the
blocks in the associated frames populate the space, libraries
computed from groups of frames also capture the coher-
ence of the paths followed by these blocks in the space as
the sequence progresses. One can, therefore, compute shot-
libraries or scene-libraries with the procedures used for the
computation of frame libraries, and use these libraries and
the library matching methods of section 2.2 as a basis for
shot-retrieval or scene-retrieval.

Furthermore, because all the layers in this library hi-
erarchy are probabilistic descriptors in the same space, it
is possible to combine information from various layers to
increase the efficiency or the functionality of retrieval. Be-
cause there is no requirement in equation (1) that x, and S;
belong to the same level in the hierarchy, one can ask ques-
tions such as “what is the most likely shot or scene source
to have originated this image?”. Answers to these types of
questions not only expand the vocabulary of the retrieval
system, but also enable significantly more efficient generic



searches that progress from the higher to the lowest layers
in the hierarchy.

4. HIERARCHICAL PRE-INDEXING

Our video pre-indexing scheme builds on the observations of
the previous section. We start by defining a library hierar-
chy, where libraries in the upper levels provide a description
of the input space that is coarser than that associated with
their children. Fig. 1 presents the tree structure which char-
acterizes this hierarchy. While the leaves of the tree consist
of the frame libraries of section 2.2, higher levels are com-
posed by macro-libraries obtained from the composition of
these libraries.

Figure 1: Tree structure which characterizes our hierarchical
video pre-indexing.

Macro-libraries of different levels are content descriptors
for nested partitions of the video stream: group-of-frames
(GOF) libraries are obtained by composing frame libraries,
shot libraries by composing GOF libraries, scene libraries
by composing shot libraries, and so on. While this structure
can theoretically be extended to arbitrarily high-level scene
groupings, we currently stop at the shot level. To avoid both
the massive storage requirements and complexity associated
with the design of libraries based on all the image blocks in
a GOF or shot, we rely on an approximation which consists
in using as dataset for the design of the libraries of a given
level only the blocks in the libraries of the level immediately
below.

5. RETRIEVAL EXPERIMENTS

In this section we report results of a series of experiments
designed to test the retrieval efficiency of a system based
on hierarchical pre-indexing. In these experiments we ad-
dressed two particular issues

e would the computational efficiency achieved through
the hierarchical search lead to a significant degrada-
tion in retrieval accuracy?

e how good would be the characterization of the video
content provided by the GOF and shot libraries?

These questions are, in fact, related because if the charac-
terization provided by the higher-level libraries were good,
one would expect only a marginal decrease associated with
hierarchical retrieval.

In all the experiments, libraries were designed with a
variant of the LBG algorithm [3], typical GOFs contained
15 pictures, and shot boundaries were detected using a sim-
ple strategy that signaled a boundary if the number of

blocks for which motion compensated prediction was not
chosen was below a pre-defined threshold. GOFs were not
allowed to span across shot boundaries, i.e. a new shot
always implied the start of a new GOF.

All experiments were conducted on a dataset contain-
ing 1660 frames of video extracted from a trailer of the
movie “Terminal Velocity”, where 69 different shots were
identified, leading to 148 GOFs. In addition to the natural
grouping of GOF's into shots, the GOF's were also manually
clustered into groups that were perceptually similar. The
definition of similar was quite strict, basically only shots
that reported to the same scene conditions were clustered
into the same group®.

5.1. Computational efficiency

Table 1 presents the retrieval accuracy and computational
savings obtained through hierarchical searching on an ex-
periment where each frame in the dataset was used as ex-
ample query. Because the query libraries are included in
the retrieval database, simple library-based retrieval (LBR)
will always return the correct match. Hence, the percentage
of correct matches using hierarchical retrieval is a measure
of how much of the retrieval efficiency is retained by pre-
indexing.

Search | Comp. | Retrieval
Mode | Savings | Accuracy
LBR 0% 100 %
Hier 1 89.8 % 99.5 %
Hier 2 94.5 % 92.4 %

Table 1: Computational savings and retrieval accuracy achieved
with hierarchical retrieval.

Two hierarchical search modes were defined, differing
on the level of the library hierarchy at which the search
begins. For mode 1, the example library is first matched
to the GOF libraries and the query is then matched to the
libraries of the frames in the closest GOF. Mode 2 uses
the three library layers, considering first shot libraries, then
GOF libraries, and finally frame libraries. The results in the
table show that hierarchical search enables significant com-
putational savings with only marginal decrease in retrieval
accuracy. The accuracy drop from mode 1 to mode 2 is due
mostly to incorrect shot segmentation. Whenever a shot
boundary is missed, a single shot library is designed for two
adjacent shots leading to a poor characterization of their
content. While this is a problem that cannot be completely
eliminated (as 100 % correct segmentation is unlikely to be
achieved), the accuracy of mode 2 can be improved through
the use of more sophisticated shot segmentation algorithms.

5.2. Effectiveness of higher order libraries

A second set of experiments was designed to determine how
well the higher-level libraries characterize the video content

2The objective of this step was to achieve a ground truth
for retrieval that would lead to the same retrieval results if two
(or more) types of shots were interleaved (as commonly occurs
when, for example, the image switches between close-ups of two
subjects, during a dialog).



of the associated GOF's, shots and groups of GOFs. For
this, each GOF library was used as example query, and the
best M matches determined. The following metric,

R = # queries returning > r GOFs in correct group
# GOFs in groups with > r + 1 libraries

was then computed®. In this metric, 7 determines how strin-
gent is the criteria for declaring a successful query, and the
metric itself indicates the degree of success for the ensem-
ble of all queries. E.g. » =1 indicates that returning one
library in the same group as the query is enough, while
r = M indicates that success is declared only when all the
M matches are in the right group.

Table 2 presents the retrieval efficiency as a function of
r and M, for three levels of strictness. As the table shows,

Number of Matches (M)
r 1 3 5 7 9
1 85.8 922 936 943 950

0.5M | 8.8 922 787 795 89.6

0.75 M | 8.8 77.2 777 67.0 54.1

Table 2: Percentage of queries satisfying different levels of strict-
ness (r) for success in M matches, as a function of M.

if the best three (or more) matches are retrieved from the
database, there is at least a 92.2% chance of finding a match
from the same group as the query GOF. On the other hand,
if nine or more matches are retrieved from the database, at
least four of these will belong to the correct group in 89.6%
(or more) of the trials. The high accuracy demonstrated by
these results supports the conclusion that the GOF libraries
provide a good model of the GOF content, for retrieval
purposes. Unfortunately, there are not enough shots in our
database to perform a similar analysis at the shot or higher
levels*.We are currently in the process of applying LBC
to larger movie databases, where such experiments will be
possible.
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