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• Contrastive learning (CL) is one of the popular technique for self-supervised learning (SSL) 
of  visual representations.

• CL treats instances as classes and aims to learn an invariant instance representation.

• This is implemented by generating a pair of examples per instance, and feeding them 
through an encoder, which is trained with a constrastive loss.

• The design of positive pairs is one of the research focuses of CL. For example, [1] shows 
that data augmentation is critical for the success of CL with different augmentation 
approaches having a different impact on SSL performance.

• While CL resembles metric learning approaches such as noise contrastive estimation [2] 
and N-pair [3] losses, the design of negative pairs has received less emphasis in the CL 
literature, unlike the plethora of positive pair selection proposals.

• In this work, we seek a general algorithm for the generation of diverse positive and 
challenging negative pairs for CL algorithms.

• This is framed as the search for instance augmentation sets that induce the largest 
optimization cost for CL with adversarial examples

• We show that it is possible to leverage the interpretation of CL as instance classification  
to produce a sensible generalization of classification attacks to the CL problem.

• The new attacks are then combined with recent techniques from the adversarial literature 
which treat adversarial training as multi-domain training.

• We show that the novel procedure Contrastive Learning with Adversarial Examples (CLAE) 
can boost the performance of several CL baselines across different datasets. 

Introduction

Contrastive learning 

• Contrastive learning (CL) is formulated as
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• where 𝑓 is an embedding parameterized by 𝜃, 𝜏 is the temperature, 𝐵 is the batch size 

and 𝑥𝑖
𝑝𝑖, 𝑥𝑖

𝑞𝑖 are augmentations of 𝑥𝑖 under transformations 𝑞𝑖 , 𝑝𝑖 randomly sampled 

from some set of transformations 𝒯.

• While [12] has shown that the choice of 𝒯 has a critical role on SSL performance, most 
prior works do not give much consideration to the individual choice of 𝑞𝑖 and 𝑝𝑖.

• In this work,  we seek augmentations that maximize the risk defined by the loss of (1), i.e.
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• However, optimizing (2) is difficult. Instead, we proposed to fix the augmentation 𝑞𝑖 and 
minimize

𝑟𝑖
∗ = 𝑎𝑟𝑔max

𝑟𝑖 ~𝒯
σ𝑖 𝐿𝑐𝑙(𝑥𝑖

𝑟𝑖 , 𝑥𝑖
𝑞𝑖; 𝜃, 𝒯) (3)

Code available at 
https://github.com/chihhuiho/CLAE

Figure 1. (Left) Generation of adversarial augmentations in step 4 of Algorithm 1 (Right) Adversarial 
training with contrastive loss in step 5 of Algorithm 1

Proposed method

• To make the search more efficiently, we proposed to constrain the search as
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• To optimize (4), we reformulate the contrastive loss of (1) as the cross-entropy loss

𝐿𝑐𝑒(𝑥𝑖
𝑞𝑖 , 𝑖; {

𝑓𝜃 𝑥𝑘
𝑝𝑘

𝜏
}, 𝜃) (6)

where 𝐿𝑐𝑒 𝑥, 𝑦;𝑊, 𝜃 = −𝑙𝑜𝑔
𝑒𝑤𝑦

𝑇𝑓𝜃(𝑥)

σ𝑘 𝑒
𝑤𝑘
𝑇𝑓𝜃(𝑥)

.

• Then (4) becomes
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• By substitute (5) into (7)
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• To perform SSL training, we adopt the training scheme of AdvProp [], which uses two
separate batch normalization (BN) layers for clean and adversarial examples.

• The overall loss function contains CL losses computed with augmented examples and
adversarial examples and is formulated as
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• We refer this as Contrastive Learning with Adversarial Example (CLAE) and the procedure of
CLAE is summarized in Algorithm 1.

Experiments

Figure2  Ablation study of (a) batch sizes ,(b) embedding dimensions and (c) ResNet architectures.

Table 1: Downstream classification accuracy for three SSL methods, with and without (𝜖= 0) 
adversarial augmentation, on different datasets.
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Conclusion
• Self-supervised learning approaches based on contrastive learning do not necessarily 

optimize on hard negative pairs.
• In this work, we have proposed a new algorithm (CLAE) that generates more challenging 

positive and hard negative pairs by leveraging adversarial examples.
• Adversarial training with the proposed adversarial augmentations was demonstrated to 

improve performance of several CL baselines. 
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Figure 3: Ablation study for (a) hyperparameter α, (b) attack strength  and (c) longer pretext training.
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